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Abstract 
Short Message Service (SMS) spam remains a significant threat to users and 

businesses, with spammers constantly adopting more sophisticated techniques. 

This paper comprehensively surveys SMS spam detection methods, 

categorizing existing approaches into five primary groups: rule-based 

methods, traditional machine learning techniques, deep learning models, 

hybrid models, and ensemble methods. Each category is examined in detail, 

highlighting its strengths, limitations, and evolution. Rule-based methods, 

though historically significant, are limited by their inability to handle new or 

evolving spam tactics. Traditional machine learning techniques, such as Naive 

Bayes and support vector machines (SVM), offer improved accuracy but 

depend on handcrafted features. In contrast, deep learning models, including 

recurrent neural networks (RNN) and convolutional neural networks (CNN), 

excel in feature extraction and adaptability yet face challenges with model 

complexity and the need for large labeled datasets. Hybrid and ensemble 
methods combine the benefits of various models to improve performance, 

reduce bias, and enhance robustness. This review aims to provide a structured 

overview of the state of SMS spam detection, identify emerging trends, and 

suggest future research directions, including improving generalization, 

reducing data dependency, and exploring the integration of contextual 

information. The findings underscore the need for continued innovation to 

address the evolving landscape of SMS spam. 

 

1. Introduction 

SMS remains one of the most widely used communication channels globally, with billions of messages sent 
daily for personal, commercial, and transactional purposes. However, the widespread adoption of SMS has also 
led to a surge in unsolicited and harmful messages, commonly called SMS spam. SMS spam poses significant 
challenges to both users and businesses, ranging from financial fraud and data theft to the erosion of trust in 
mobile communication systems. For businesses, the proliferation of spam threatens customer relationships and 
undermines legitimate SMS marketing efforts [1]. The increasing sophistication of spam tactics, including 

deceptive content and advanced evasion techniques, has made traditional detection methods inadequate. As the 
landscape of SMS communication continues to evolve, there is a critical need for robust and adaptive spam 
detection mechanisms. Given these challenges, a comprehensive survey of existing SMS spam detection 
methods is essential to identify current trends, evaluate the effectiveness of various approaches, and uncover 
gaps in the literature that need further exploration. The primary objective of this survey is to provide a 
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systematic and detailed review of the state-of-the-art methods in SMS spam detection. This includes an 
examination of both traditional approaches, such as rule-based and machine learning techniques, and more recent 
advancements in deep learning and hybrid models. Additionally, this survey seeks to categorize these methods 

into a coherent taxonomy, offering a structured framework for understanding the evolution and diversity of 
approaches in the field. By doing so, the survey aims to identify prevailing trends, highlight the strengths and 
limitations of existing methods, and propose potential directions for future research. Ultimately, this paper 
aspires to serve as a comprehensive resource for researchers and practitioners, guiding the development of more 
effective and scalable solutions for SMS spam detection. This survey covers many SMS spam detection methods 
documented in the literature over the past decade. The review focuses on research papers published between 
2015 and 2024, encompassing journal articles and conference proceedings. The methods examined include rule-
based, machine learning, deep learning, and hybrid approaches, with particular attention given to those that have 

demonstrated significant empirical results. Additionally, this survey considers various feature extraction 
techniques, datasets, and evaluation metrics employed in these studies. The scope also extends to identifying the 
challenges these methods face, such as handling imbalanced datasets, adapting to new types of spam, and 
ensuring real-time detection capabilities. The remainder of this paper is organized as follows. Section 2 is the 
related work shown in the survey papers that deal with SMS spam detection challenges. Section 3 provides a 
background on SMS spam, including its definition, evolution, and the challenges associated with its detection. 
Section 4 proposes a taxonomy for categorizing SMS spam detection methods into rule-based, machine-learning, 

deep-learning, hybrid, and ensemble approaches. Section 5 reviews the datasets commonly used for training and 
evaluating SMS spam detection models and the evaluation metrics that measure their effectiveness. Section 6 
offers a comparative analysis of the methods discussed. Section 7 addresses the challenges and future directions 
for research in SMS spam detection. Finally, Section 8 concludes the paper with a summary of key findings and 
their implications for academic research and practical applications. 

2. Related work 

Several survey papers have explored various approaches to SMS spam detection. Al Saidat et al. [2] adopted a 
systematic review approach to evaluate the effectiveness of Natural Language Processing (NLP) and Machine 
Learning (ML) techniques. These investigations provide a comprehensive overview of advancements in 
detection methodologies. The literature consistently highlights the significant advantages of integrating ML 
classifiers with NLP for achieving more accurate and robust detection outcomes. Qazi et al. [3] emphasize that 
numerous SMS spam filtering strategies are regarded as leading solutions. In their study, they develop a 

classification framework of current methodologies, highlighting the widespread adoption of existing SMS anti-
spam applications within the literature. Hanif et al. [4] comprehensively review machine learning and deep 
learning techniques for detecting, classifying, and filtering SMS spam in their study. The review uses various 
databases, including ResearchGate, Elsevier, Applied Sciences, and IEEE, to identify relevant studies. As SMS 
remains a more frequently used communication medium than email, this study offers an overview of ML and DL 
methods, graphical representation approaches, and automated spam filtering techniques previously implemented 
on Android platforms for SMS spam detection. The primary objective is to identify existing studies' limitations 
and propose future research directions. Also, Sajedi et al. [5] present a review that examines various machine 

learning and hybrid algorithms for detecting SMS spam, focusing on their accuracy. A total of 44 articles from 
sources such as ScienceDirect, Google Scholar, IEEE Explorer, and the ACM library were analyzed, identifying 
28 methods, of which 15 were compared based on accuracy, strengths, and weaknesses using the Tiago spam 
dataset. The findings highlight the DCA algorithm, large cellular network method, and graph-based KNN as the 
most accurate techniques. Additionally, hybrid approaches for SMS spam detection are discussed. Kaddoura et 
al. [6] present a new review paper about the spam content on social media platforms, such as Facebook, Twitter, 
YouTube, SMS, and email, has made spam detection crucial. With the rise in social media usage, especially 

during the pandemic, users receive numerous messages, often struggling to identify spam. These messages may 
contain malicious links, fake accounts, news, reviews, and rumors. To enhance social media security, detecting 
and controlling spam is essential. Their paper provides an extensive survey of recent advancements in spam text 
detection and classification on social media. All the previous works have not thoroughly reviewed all the 
techniques used for spam message detection, and at the same time, they focused on short time periods. In our 
paper, we have provided an extensive review of all the techniques used over the past 10 years. 
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2. Background  

SMS spam, commonly called "text spam," encompasses unsolicited and unwanted messages sent to many 
recipients via SMS. These messages typically aim to advertise products, services, or fraudulent schemes, often 

without the recipient's consent [7]. SMS spam can be categorized into several types, including promotional 
messages, phishing attempts (also known as "smishing"), and messages containing links to malware. The 
persistent nature of SMS spam poses significant risks to users, ranging from minor annoyances to severe threats 
such as financial fraud, identity theft, and privacy violations [8]. Unlike email spam, which can often be filtered 
out with relative ease, SMS spam is particularly problematic because of the personal and direct nature of text 
messaging. The ubiquity of mobile phones and the high open rates of SMS messages make users more 
vulnerable to these attacks, making SMS spam a critical issue that requires effective detection and mitigation 
strategies. 

    Since the inception of SMS in the early 1990s, spam messages have evolved from simple promotional content 
to highly sophisticated schemes. Initially, SMS spam largely comprised mass-marketing messages sent 
indiscriminately to a broad audience. However, as mobile phone usage increased and spam detection methods 
became more practical, spammers adapted by developing more targeted and deceptive tactics. Phishing, or 

"smishing," emerged as a prominent form of SMS spam, where attackers impersonate legitimate entities to trick 
users into revealing sensitive information [9]. Over time, spammers have exploited technological advancements, 
such as automated message generation and anonymized or spoofed sender information, to evade detection. The 
increasing use of link-based scams, which direct users to malicious websites, further complicates the landscape 
of SMS spam. This evolution underscores the need for advanced detection methods capable of adapting to the 
continually changing tactics employed by spammers. Detecting SMS spam presents several key challenges that 
stem from the evolving nature of spam tactics and the inherent limitations of detection methods. One of the 
primary challenges is the adaptability of spammers, who frequently modify their strategies to bypass existing 

filters. This includes altering message content, using obfuscated or misleading language, and leveraging new 
technologies to evade detection. Additionally, the balance between accuracy and complexity is a significant 
concern. While rule-based systems are simple and efficient, they often fail to capture modern spam's nuanced 
and dynamic nature. On the other hand, advanced machine learning and deep learning models offer higher 
accuracy but require substantial computational resources and large datasets for training, which may not always 
be feasible. Furthermore, the real-time detection of SMS spam is crucial, as delays in filtering can expose users 
to threats. Addressing these challenges requires a multi-faceted approach that combines the strengths of different 

detection methods while remaining flexible enough to counter the ever-evolving tactics of spammers. 

3. Taxonomy of SMS Spam Detection Methods 
SMS spam detection methods have evolved from basic rule-based approaches to advanced machine learning, 
deep learning, and hybrid models. As illustrated in Figure 1, each category addresses different aspects of the 
spam detection challenge. 

 
 

 

Figure 1. SMS spam detection approaches taxonomy 
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3.1 Rule-Based and Keyword-Based Approaches 

Early methods for SMS spam detection predominantly employed rule-based and keyword-based approaches, 
which relied on predefined rules or keywords to identify spam messages. These systems flagged messages 

containing standard spam-related terms, such as "win," "free," or "urgent," as potential spam [10]. While these 
methods were straightforward and easy to implement, they lacked adaptability to evolving spam tactics [11] and 
often produced high false favorable rates, misclassifying legitimate messages as spam [12]. 
 
3.2 Machine Learning models 

As SMS spam tactics became increasingly sophisticated, traditional rule-based approaches were insufficient, 
prompting the adoption of machine learning techniques.  These techniques demonstrated remarkable 
advancements across various domains, including healthcare and communications [13-14]. The ML models 

improved spam detection by learning from data and identifying patterns that rule-based systems could not 
capture [15]. Techniques like Naive Bayes, Support Vector Machines (SVM), and Random Forests gained 
popularity [16-18], often in conjunction with Term Frequency-Inverse Document Frequency (TF-IDF) for 
feature extraction [19]. TF-IDF helps quantify the importance of words in a message, allowing these models to 
better distinguish between spam and non-spam content. Naive Bayes, for instance, uses probabilistic models to 
classify messages based on features like word frequency [20], while SVM and Random Forests provide more 
robust classification by finding optimal boundaries between spam and non-spam messages. These approaches 

significantly enhanced detection accuracy and reduced false positives, though they required substantial labeled 
data and faced challenges with imbalanced datasets [21]. 
 
3.3 Deep Learning Models 

In recent years, advances in deep learning have further transformed SMS spam detection by enabling models to 
capture complex patterns and contextual information within messages [22]. Deep learning techniques, such as 
the Recurrent neural network (RNN) [23] and its derivatives, such as Long Short-Term Memory (LSTM) 

networks [24], Bidirectional Long Short-Term Memory (LSTM) networks [25], Convolutional Neural Networks 
(CNN) [26], and transformer-based models like BERT [27] RoBERTa [28], have shown exceptional 
performance in text classification tasks, including spam detection. The RNN and its derivatives are particularly 
effective at handling sequential data, making them well-suited for analyzing the order and context of words in a 
message. The CNN has also been adapted to capture local patterns in text, such as the presence of specific word 
combinations indicative of spam; transformer-based models represent the cutting edge of deep learning for text 
processing [29-30]. These models excel at understanding nuanced language and can adapt to new spam tactics 
with minimal manual intervention. However, the high computational cost and need for large datasets pose 

challenges for their deployment in real-time spam detection systems. 
 
3.4 Hybrid models 

Hybrid models offer powerful enhancements in SMS spam detection by combining multiple methodologies to 
achieve both high efficiency and accuracy. These models typically integrate rule-based techniques with machine 
learning or deep learning approaches, balancing quick filtering and adaptive learning. For instance, rule-based 
filters can swiftly eliminate obvious spam messages by identifying specific keywords or patterns commonly 

associated with spam, such as phrases like "free offer" or excessive exclamation marks. Following this initial 
filtering, a machine learning model like Naive Bayes, SVM, or deep learning models like LSTM or CNN can 
analyze the remaining ambiguous cases, providing a more nuanced and context-aware classification [31-33]. A 
hybrid approach might use TF-IDF for feature extraction, where important words or phrases are identified and 
weighted, combined with rule-based filters to pre-process the data. The final classification is then handled by a 
deep learning model, which adapts to new and evolving spam tactics. This layered approach ensures that both 
simple, well-known spam patterns and more sophisticated, evolving spam attempts are effectively detected, 

striking a balance between speed and adaptability [34-37]. 
 
3.5 Ensemble models 

Ensemble models further combine strengths by integrating the outputs of multiple classifiers to improve overall 
robustness and accuracy. These models leverage bagging, boosting, and stacking techniques to enhance 
prediction performance. In bagging, multiple models are trained on different subsets of data, and their 
predictions are averaged to reduce variance and improve accuracy [38-39]. This method ensures that the model 
does not overfit any particular data subset, resulting in a more generalized spam detection system. Boosting, 
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used in algorithms like AdaBoost, sequentially trains models where each new model focuses on correcting the 
errors made by the previous ones, thus progressively enhancing the model's accuracy. For instance, in SMS spam 
detection, a boosting approach might first identify the most straightforward spam cases and then iteratively 

refine its ability to detect more complex or deceptive messages [40]. Stacking, a more sophisticated ensemble 
method, involves training multiple different types of models (e.g., Naive Bayes, SVM, neural networks) and 
using a meta-classifier to combine their predictions. This layered approach allows the system to benefit from the 
unique strengths of each model, whether it’s the speed of Naive Bayes, the precision of SVM, or the deep 
contextual understanding of neural networks [41-42]. By leveraging these diverse models, ensemble techniques 
offer a powerful solution to the ever-evolving nature of spam, making them particularly well-suited for the 
complex challenge of SMS spam detection [43]. 
 

    Figure 2 illustrates the progression of SMS spam detection accuracy from 2015 to 2024 across various 
methodologies. Over time, there has been a noticeable improvement in accuracy, with earlier methods, such as 
Rule-Based + Naive Bayes, showing moderate success in 2015 (88.7%). As the years progressed, more advanced 
techniques like Random Forest, AdaBoost, and Gradient Boosting were introduced, leading to significant gains 
in accuracy by 2020. From 2021 onwards, the adoption of Transformer-based and BERT-based models marked a 
shift towards deep learning techniques, achieving accuracies above 97%. By 2023 and 2024, hybrid methods 
emerged as the top performers, with more than 99% accuracy. These hybrid models, which combine deep 

learning architectures and feature extraction techniques, demonstrate superior performance in addressing the 
complexities of SMS spam detection, solidifying their place as the most effective approaches in recent years. 

 

 

Figure 2. Accuracy of SMS Spam Detection Approaches over Time (2015-2024). 

4. Datasets and Benchmarks 

4.1 Public Datasets 

Public datasets play a crucial role in developing and evaluating SMS spam detection models, providing a 

standardized basis for comparing different methods. Several publicly available datasets have been widely used in 
research: 

 UCI SMS Spam Collection: This dataset is most commonly used in SMS spam detection research. It 
contains 5,574 English SMS messages labeled as "ham" (non-spam) or "spam." The dataset is 
imbalanced, with fewer spam messages, making it hard to train and evaluate machine learning models 
[44]. 

 NUS SMS Corpus: Developed by the National University of Singapore, this dataset contains 10,000 SMS 
messages, including spam and non-spam [45]. The messages are labeled with various categories, 
allowing for a more granular analysis of spam types. 
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 SMS Spam Corpus v.0.1 Big: This dataset contains over 10,000 SMS messages, with a significant 
portion labeled as spam [46]. It is frequently used to evaluate the performance of different machine 

learning and deep learning models in SMS spam detection. 
 

      Figure 3 presents the class distribution of spam and ham messages across four prominent SMS datasets used 
in spam detection research: UCI SMS Spam Collection, NUS SMS Corpus, and SMS Spam Corpus v.0.1 Big. 
Each dataset exhibits varying degrees of imbalance between spam and ham messages, which can have significant 
implications for developing and evaluating SMS spam detection models. For instance, the UCI SMS Spam 
Collection is highly imbalanced, with only 13.4% of its messages labeled as spam, compared to 86.6% as ham. 

In contrast, while still imbalanced, the SMS Spam Corpus v.0.1 Big contains a higher proportion of spam 
messages at 24.3%. The NUS SMS Corpus also demonstrates notable imbalances, with spam comprising 18.0% 
of its datasets. Such imbalances underscore the challenges of training models that can accurately detect spam 
while minimizing false positives, emphasizing the need for robust methods capable of handling skewed data 
distributions. 

 

Figure 3. Distribution of spam and ham messages across different datasets 

4.2 Proprietary Datasets 

While public datasets are vital for research, companies often use proprietary datasets for SMS spam detection, 
collected from live systems with diverse messages and languages. These datasets, maintained by 
telecommunications companies and messaging platforms, capture spam patterns specific to their user bases. 
Though not publicly available, they offer valuable insights into evolving spam tactics. Researchers typically 
need industry collaborations to access them. Many SMS spam datasets are private or use local datasets, as seen 

in references [47-50]. 
 
4.3 Benchmarking 

Benchmarking is critical for evaluating and comparing the performance of SMS spam detection methods. Key 
benchmarks include: 

 Accuracy: The proportion of correctly classified messages (spam and non-spam) out of the total number 
of messages. While accuracy is straightforward, it may be misleading in imbalanced datasets, where 
non-spam messages vastly outnumber spam [51]. 

 Precision, Recall, and F1-Score: Precision measures the proportion of correctly identified spam 
messages out of all messages classified as spam. In contrast, recall measures the proportion of actual 
spam messages correctly identified by the model. The F1-score is the harmonic mean of precision and 
recall, providing a balanced metric for false positives and negatives [52]. 

 Receiver Operating Characteristic (ROC) and Area Under the Curve (AUC): The ROC curve plots 
the true positive rate against the false positive rate at various threshold settings, while the AUC 
quantifies the model's overall performance across all thresholds. A higher AUC indicates better 

discrimination between spam and non-spam messages [53]. 
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 Confusion Matrix: A detailed breakdown of the model’s performance, showing the number of true 
positives, true negatives, false positives, and false negatives. The confusion matrix provides valuable 
insights into the types of errors made by the model, guiding further improvements [54]. 

 Computational Efficiency: Given the real-time nature of SMS communication, computational efficiency 
is an important benchmark. This includes the time taken to process and classify messages, as well as the 
resource requirements of the model [55]. Models that achieve high accuracy but are too slow for real-
time deployment may be less practical in real-world applications. 

    By employing these benchmarks, researchers can objectively assess the strengths and weaknesses of different 
SMS spam detection methods, facilitating the development of more effective and scalable solutions. 

4.4 Data Splitting Strategies 
Data splitting is critical in developing and evaluating SMS spam detection models, ensuring that the models are 
trained and tested on separate data to avoid overfitting and provide an unbiased performance review. Several 
strategies are commonly employed: 
 
 

 Training, Validation, and Test Split: This is the most commonly used data splitting strategy [56]. The 
dataset is typically divided into three subsets : 

o Training Set (60-70%): Used to train the model, allowing it to learn from labeled examples. 

o Validation Set (15-20%): Used to tune hyper-parameters and select the best model 
configuration, preventing overfitting on the training data [57]. 

o Test Set (15-20%): Used to evaluate the final model’s performance on unseen data, providing 
an unbiased assessment of its generalization ability. 

 K-Fold Cross-Validation: This approach divides the dataset into K equal-sized folds. The model is 
trained and validated K times, each using a different fold as the validation set and the remaining K-1 
folds as the training set [58]. The results are averaged to provide a more robust estimate of model 
performance. This method is beneficial when the dataset is small, as it maximizes the use of available 
data. 

5. Comparative Analysis 

The performance of SMS spam detection methods varies by techniques, datasets, and metrics. Traditional 
models like Naive Bayes and SVM perform well, with Naive Bayes excelling in recall but prone to false 
positives, while SVM balances precision and recall. Deep learning models like LSTM, CNN, and BERT 
outperform traditional methods by capturing complex patterns, with BERT excelling on large datasets. Ensemble 
methods boost accuracy by combining models but require substantial resources and careful tuning to avoid 

overfitting. 
 
5.1 Comparative Analysis of SMS Spam Detection Methods 

Each SMS spam detection method exhibits distinct strengths and weaknesses, making them suitable for specific 
scenarios. Rule-based and keyword-based approaches are simple and quick but falter against evolving spam 
strategies. Machine learning methods balance accuracy and efficiency but face difficulties with complex data. 
Deep learning techniques, while excellent for capturing intricate patterns, are resource-intensive. Hybrid models 

combine multiple methods for robust performance, though they demand significant computational power. 
Ensemble methods achieve high accuracy by integrating diverse classifiers but may not be practical for real-time 

applications due to latency and resource constraints. Table 1 provides a detailed comparison of these 

approaches. 
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Table 1. Strengths and Weaknesses of SMS Spam Detection Methods 

Detection Method Strengths Weaknesses 

Rule-based & 

Keyword-based 

Simple and fast to implement. 
Effective for straightforward spam 
patterns. 

Poor adaptability to new spam tactics. 
High false positive rate. 

Machine Learning Balances accuracy and efficiency. 
Can identify patterns beyond predefined 
rules. 

Requires labeled data. 
Struggles with high-dimensional or 
complex data. 

Deep Learning Excels at identifying complex patterns. 
Minimal feature engineering is required. 

Computationally intensive. 
Needs large labeled datasets. 

Hybrid Methods Combines strengths of different 
techniques. 
Enhances accuracy and robustness. 

High resource and computational demands. 
It may not suit resource-limited 
environments. 

Ensemble 

Methods 

High accuracy. 
Reduces overfitting. 
Handles diverse spam patterns 
effectively. 

Computationally expensive. 
High latency, unsuitable for real-time 
detection. 

 

This table clearly outlines the trade-offs in selecting an SMS spam detection approach, aiding 

researchers and practitioners in choosing the most appropriate technique for their needs. 
 

5.2 Trends and Insights 

Recent trends in SMS spam detection highlight a shift towards deep learning models, especially transformer-
based ones like BERT and GPT [59], which excel in handling large, diverse datasets and detecting complex text 
patterns. Hybrid and ensemble methods are also gaining traction, combining multiple techniques to improve 

detection performance and adapt to evolving spam tactics. Real-time detection is a growing focus, with efforts to 
optimize deep learning models for faster processing and deploy lightweight models on mobile devices. 
Additionally, integrating metadata and contextual features alongside textual data is becoming more common, 
enhancing the detection system's ability to address multifaceted spam. 
 
6. Challenges and Future Directions 

As SMS spam detection evolves, it faces numerous challenges that must be addressed to enhance effectiveness 

and adaptability. This section explores the obstacles hindering progress and highlights potential research 
directions to overcome these limitations and improve spam detection methodologies. 
 
6.1 Current Challenges 

Despite progress, several challenges persist in SMS spam detection. Data scarcity remains a significant issue, as 
many available datasets lack diversity and representativeness, limiting model generalization [60]. Model 
interpretability is another challenge, as deep learning models often function as "black boxes," hindering 

transparency and trust. Adversarial attacks, where spammers manipulate content to evade detection, pose a 
growing threat. The trade-off between accuracy and computational efficiency also persists, as resource-intensive 
models are hard to deploy in real-time or on devices with limited processing power. Ethical concerns, especially 
regarding privacy and data security, must be addressed. 
 
6.2 Future Research Directions 

Future research could focus on multilingual models that handle different languages and regions by creating more 
diverse datasets. Transfer learning techniques can help models adapt across domains, reducing the need for large 

labeled datasets. Interpretable AI is another key area, focusing on models that offer transparency without 
sacrificing accuracy. Research should also address adversarial resilience, using methods like adversarial training 
or hybrid systems to improve security. Finally, lightweight models optimized for mobile devices are crucial to 
ensure practical and efficient spam detection, especially in regions with limited internet access.  
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7. Conclusion 

This paper comprehensively reviews the evolution of SMS spam detection methodologies, spanning from 
traditional rule-based approaches and machine learning models to advanced deep learning and hybrid 

frameworks. This survey aims to provide researchers and practitioners with a clear understanding of each 
method's strengths, limitations, and practical applications. Traditional models, such as Naive Bayes and SVM, 
have demonstrated efficacy on well-curated datasets but face challenges when dealing with the increasing 
sophistication of modern spam tactics, including evolving linguistic patterns and obfuscation strategies. In 
contrast, deep learning models, such as LSTM and BERT, have shown significant promise by capturing complex 
patterns, contextual nuances, and semantic relationships in SMS text data. Furthermore, hybrid and ensemble 
methods, which integrate multiple techniques, have emerged as robust solutions to enhance detection accuracy 
and adaptability in real-world scenarios. This survey aims to serve as a taxonomy and a guide for researchers in 

natural language processing (NLP) and mobile security, helping them navigate the diverse range of available 
approaches. By organizing and analyzing existing methods, this work seeks to assist in identifying the most 
suitable techniques for addressing specific challenges in SMS spam detection. Additionally, the survey 
highlights trends, gaps, and opportunities for future research, contributing to the advancement of secure and 
efficient spam detection systems in the ever-evolving digital communication landscape. 
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